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Introduction to

Performance Models

Chapter 1
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environments involved in modeling

start of the
process
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phases in model construction

parameterization

level of detail

bottleneckstechnique

validation

measurements
resource requirements
single/multiple classes
traffic fluctuations/distributions

single component/whole system
type of component
layout of the model
incremental approach

identification/migration
type of workload increase

tools
type of analysis

analytical
experimental
asymptotic
incremental approach
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incremental approach

incremental cycles
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implementation of a simulation model JSIMg (1)
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implementation of a simulation model JSIMg (2)



A computing infrastructure 

with a 

closed workload

Chapter 2 --- Sect. 2.2 

closed model
single class

tool used: JSIMg
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 consider a data center with a limited (constant) number of users N0

 the workload consists of one class of requests (that have similar
resource requirements)

 three servers: a Web Server (WS), and two Application/Storage
Servers (AS1, AS2)

 service times SWS=0.005sec, SAS1=0.020sec, SAS2=0.025sec
that are exponentially distributed,

 users think time Z=1sec

Sect.2.2 - the problem

Java Modelling Tools 10



 study the behavior of X0 and R0 for N0=1÷20 users                     
(with the original configuration)

 compute the 90th percentile of R0 for N0=20 

 evaluate the effects on performance of the upgrade of AS2 (the
slowest of the two App&Storage servers) with one 20% faster 
new SAS2 --> 0.020sec

 evaluate the effects on performance of the upgrade of AS1 with on
e 20% faster, --> SAS1=0.016sec

 migration of bottleneck?

 forecast X0 and R0 with a workload of N0=40 users (with the 
original configuration)  

objectives

Java Modelling Tools 11



Service demands:  Dr
 DWS=VWS SWS=0.05sec

 DAS1=VAS1 SAS1=0.12sec

 DAS2=VAS2 SAS2=0.075sec

 the bottleneck is on AS1 , max of Di , despite that it is faster than AS2!
12

the computing infrastructure

Application & Storage
Servers

Web Server p1= 0.6

WS

AS1

AS2

p2 = 0.3

p0 = 0.1

X0 

U
s
e
r
s

Web Server

Application & Storage Servers

(a) (b)

...

Users

from routing probabilities to visits
(see Sect. A1)

Visits
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the JSIMg model
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routing probabilities settings

routing probabilities
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Throughput and Response time of the original configuration

System Response time R0
System Throughput X0

number of customers

1/DAS1=8.333 j/s
asymptotic value

N0 DAS1=20 x 0.12=2.4 sec
asymptotic value

Java Modelling Tools
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distribution of response times

90th percentile

90th percentile

4.88 s < 5.52 s  (2.3 x 2.4) as it 
should be with cv=1 (here it is 
cv=0.76)

Java Modelling Tools
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server Utilizations 

with server AS2 20% faster
SAS2=0.020sec

with the original configuration
SAS2=0.025sec

WS

AS2

AS1

WS

AS2

AS1

bottleneck bottleneck
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improvements

 with the original configuration     X0(20)= 8.32 j/s    R0(20)= 2.4 sec

 with upgraded AS2 of 20%          X0(20)= 8.27 j/s   R0(20)= 2.42 sec

(the bottleneck is AS1)  NO IMPROVEMENTS !!!

 with upgraded AS1 of 20%          X0(20)= 9.99 j/s   R0(20)= 1.99 sec

+20% INCREASE   -17% DECREASE 

improving any resource but the bottleneck do not generate any 
performance gain with heavy workload
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with N=40 users - asymptotic values

 original config. N0=20 users X0(20)= 8.24 j/s    R0(20)= 2.43 sec

 original config. N0=40 users               X0(40)= 8.24 j/s    R0(40)= 4.84 sec

UAS1=1   UAS2=0.62 +0% ! +99.1% 

asymptotes

 Xmax=1/Dmax=1/0.12=8.33 j/s Rmin=N0 Dmax=40x0.12=4.8 sec
 (Little law is R=(N/X)-Z, this Rmin includes Z)

19

the bottleneck is still on server 
AS1 that is saturated !
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Equivalent model

with

Service Demands

Sec.2.3



Sec.2.3 - model with Service Demands

21

the bottleneck is still on server 
AS1 that is saturated !

Java Modelling Tools

Service demands:  Dr
 DWS=VWS SWS=0.05sec

 DAS1=VAS1 SAS1=0.12sec

 DAS2=VAS2 SAS2=0.075sec



Sec.2.3 - equivalent model performance metrics

22Java Modelling Tools

throughput of
resourcesresidence timesutilization of

resources

requests

jobs

SAME VALUES



Optimal operating point

of a server

Chapter 2 --- Sect. 2.4

open model
single class

tool used: JSIMg
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• system power:                      in M/M/1

• identify the λopt that maximizes the system power, i.e., the throughput 
is maximum with the minimum response time 

Sect.2.4 - the problem (M/M/1) [Giessler, Kleinrock, 78, 79]

Java Modelling Tools
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system power Ф, S=1,  (analytical result)
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optimal load (analytical result)
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selection of the performance indices (JSIMg)
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optimal operating point (simulation, JSIMg)
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Impact of

Bottleneck migration

Chapter 3 --- Sect. 3.2

closed model
heterogeneous (2 class) workload 

tools used: JMVA
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• web server accessed by administrative staff and graduate students

• two classes of customers with different resource requests and 
performance objectives

• class-Adm: management of the administrative procedures 
concerning the students curricula (tuition fees payments, courses 
attended, grades obtained, ...

• class-Doc: management of the course materials (slides, notes, 
homeworks, exams, ...)

• capacity planning: performance forecast with the increase in class-Doc 
customers  

Sect.3.2 - the problem

Java Modelling Tools
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• Service Demands, resource i , class-r     Di,r = Vi,r x Si,r

• system population: N={N0,Adm ,N0,Doc} from {20,5} to {20,280}

• unbalanced population growth: Doc from 5 to 280 (N0=25÷300)

• population mix:  β={βAdm,βDoc}, {N0,Adm/N, N0,Doc/N} fraction of cust. 

per class

workload 

Java Modelling Tools

÷
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Sect.3.2 - the system considered

Java Modelling Tools
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Service Demands [sec]

Java Modelling Tools

class Adm bottleneck

class Doc bottleneck
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What-if analysis: unbalanced population growth

total number of models

class-Doc 5-->280
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increase of class-Doc only (5 ÷ 280)

Java Modelling Tools

system throughput utilizations
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system throughput with increase of one class only

Java Modelling Tools

asymptote 1/0.6

class-Doc only (5 ÷ 2000) class-Adm only (20 ÷ 2000)

asymptote 1/0.2



Performance Optimization

of a

Data Center

Chapter 3 --- Sect. 3.3

closed model 
heterogeneous (multiclass) workload 

tools used: JMVA, JABA
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• six servers of the data center are utilized by business critical apps that 
access to sensitive data stored 

• for security reasons the accesses are allowed only to a restricted 
(constant) number of employees

• two classes of requests with different resource loads and performance 
requirements

• class-1 : GUI management, business logic computation

• class-2 : data processing (store, search, update, download, ...) 

• to reduce the number of parameters (and to simplify obtaining their 
values) we have parameterized the model in terms of global loads to 
resources, i.e., with the service demands Dr,c

• Dr,c represent the global amount of service time required by a complete 
execution of a class-c request to resource r

Sect.3.3 - the system considered

Java Modelling Tools
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the data center structure
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objectives

• the number of users is expected to increase from 100 to 200. Does the 
current configuration support this increase without saturating 
resources? (bottleneck identification)

• it is required that the per-class target of response times (R0,1<=8sec , 
R0,2 <=12sec) set for 100 users must also be satisfied for 200 users
(with 100 users of class-1 and 100 users of class-2)

• the fraction of requests in execution of the two classes (i.e., the 
population mix) vary over time 

• identify the actions that improve performance and the population 
mixes that maximize the System Throughput X0 and minimizes the 
System Response time R0

Java Modelling Tools
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• Service Demands, resource i , class-r     Di,r = Vi,r x Si,r

• global number of customers : N=200

• system population: N={N0,1 ,N0,2} , from {0,200} to {200,0}

• population mix:  β={β1,β2}, {N0,1/N, N0,2/N} fraction of cust. per class 

• β variable: performance forecast with all the mixes

workload parameters

Java Modelling Tools
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Service demands (original system), ms

natural bottleneck 
of  class 1 (Storage 2)

natural bottleneck of  
class 2 (Storage 1)unbalanced demands

Java Modelling Tools
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R0 and X0 (per-class and global) for all program mix, N=200

Response times Throughput

R0 target times with β={0.5,0.5}: 8s for class1,       12s for class2

NOT SATISFIED       -->      R0,1= 9 sec > 8 sec              R0,2= 13.5 sec > 12sec  

R0,1

R0,2

0.0185r/s

Java Modelling Tools
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utilization of the three Storage servers (for all the mixes)

Original system

underutilized

• the bottleneck is Storage1 when the 
number of class1 requests in execution is 
<30%, it is Storage2 when this number is 
>70%

• the utilizations of the three Storages are 
unbalanced, with β={0.5,0.5} Storage1 and 
Storage2 saturate (100%) while Storage3 is 
52% !

• the asymptotic utilizations are constant in 
the common saturation sector

52%

Java Modelling Tools
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potential bottlenecks - JABA

service demands  of class 2 • the stations that lie on the boundary of 
the convex hull of the service demands 
can saturate (Storage1,Storage2) 

service demands of class 1

• as a function of the mix of 
requests the bottleneck migrate
among them

• there is as a common saturation 
sector, i.e., a set of mixes that 
saturate both the bottlenecks at 
the same time: from 22.2% to 
77.8% of class1 [JABA]

• in this sector the global response 
time and the throughputs are 
constant for all the mixes (see [3,15])

Java Modelling Tools
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utilization of Storage servers in the balanced system

Utilizations 
• data/files migration between Storages  

• the global service demand of the three  
Storages is the same (283 ms) but their 
utilizations are almost balanced (Util. of
Storage3 is 0.97) 

new Service Demands

97%

Java Modelling Tools



47

service demands of the balanced system - JABA

multiple bottlenecks
equi-utilization line

• the service demands of Storage1,
Storage2 and Storage3 are almost aligned 
in the convex hull

these servers  will never 
saturate, independently of 

the program mixes 

Java Modelling Tools
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Response times Throughput

R0 and X0 (per-class and global) of the balanced system, N=200

with β={0.5,0.5}   -->  R0,min =10.89.18sec X0,max =0.01850.0218 req/ms

targets of R0 are SATISFIED   --> R0,1= 7.65 <8sec     R0,2= 11.47 <12 sec

9.18s
-15%

0.0218r/s
+17.8%

R0,2

R0,1

Java Modelling Tools



Variability of 

Interarrival and Service times

Chapter 4 - Sect. 4.2 - Sect. 4.3

open models with different distributions
Deterministic, Hypo-exponential
Exponential, Hyper-exponential

tool used: JSIMg
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Sect.4.2 – the problem 

 evaluate the impact of variability of Interarrival times on the 
performance

 the system consists of a queue station with service times 
exponentially distributed

 we consider five models with different distributions of 
Interarrival times with the same mean and increasing variance, 
with coefficients of variation from 0 to 10

 the request Arrival rate λ varies from 0.1 to 0.9 req/sec 

Java Modelling Tools
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Variability of Interarrival times – JSIMg

Java Modelling Tools

Interarrival times distributions:
 Deterministic cv=0
 Hypo-exponential cv=0.5
 Exponential cv=1
 Hyper-exponential cv=5
 Hyper-exponential cv=10

Service times:
S=1sec Exponential (cv=1) for 
the five models

mean and
coefficient of variation cv 

selection of the 
distribution
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λ =  0.9 req/sec, mean=1.11 sec 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 1 2 3 4 5

Exp cv=1

Hyper-exp cv=5

Hypo-exp cv=0.5

three Interarrival times distributions (with same mean)

mean

sec

percentiles
(% of values <mean)

85th

56th

63th
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U = λ S        S = 1 sec        λ = 0.1÷ 0.9 req/sec    

Utilization of  Queue1 

λ

Java Modelling Tools
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Response time R

increase of R
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R with five distributions of Interarrival times

• same Service time S=1sec and same distribution (exponential) 

• five distribution of Interarrival time, coeff. of var. from 0 to 10

• with λ =0.9 req/sec --> Response time from 5.13 to 455.06 sec!

!!!!

Java Modelling Tools
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Sect.4.3 – the problem 

 evaluate the impact of variability of Service times on the 
performance

 the system consists of a queue station

 the Interarrival times are exponentially distributed

 we consider five models with different distributions of Service 
times with the same mean and increasing variance, with 
coefficients of variation from 0 to 10

 the request arrival rate λ varies from 0.1 to 0.9 req/sec 

Java Modelling Tools



Service times: S=1 sec , five distrib.
 Deterministic cv=0
 Hypo-exponential cv=0.5
 Exponential cv=1
 Hyper-exponential cv=5
 Hyper-exponential cv=10

57

Variability of Service times - JSIMg

Java Modelling Tools

Interarrival times exp. (cv=1) for 
the five models

9 models requested

initial and final arrival rates
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effects of bursts of Service times on Response times - JSIMg

S=1 sec λ=0.9 req/sec hyper-exponential coeff.of variation=5

Response times RService times S

burst effectburst effect

Java Modelling Tools
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Response time, S=1sec Hyperexp. cv=5, λ=0.6 req/sec

confidence 
interval

num. of samples to reach the precision 

mean value

Java Modelling Tools
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Response times with three distributions of Service times

same mean S=1 sec 

high 
variability!

Arrival rate λ r/s

Java Modelling Tools
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Response times R 

S=1sec

M/G/1 exact values

• same Interarrival times and same exponential distribution

• five distributions of Service times, coeff. of var. from 0 to 10

• with λ =0.9 req/sec --> Response time from 5.53 to 453.36 sec!

Java Modelling Tools



Parallel
Computing

Chapter 5 --- Sect.5.1 - 5.2 - 5.3

open model 
tool used: JSIMg
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Sec.5.1 Synchronization of all parallel tasks at the Join

• Fork generates four equal tasks executed in parallel 

• interarrival times of jobs and service times are exponentially distributed 

• Service times with the same mean  Si= 0.5 s , λ =1 ÷ 1.8 j/s

• Response time of the system?
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System Response time



Java Modelling Tools 65

Sec.5.2 Synchr. of all tasks, SQueue1 hyperexp, cv=3

• Fork generates four equal tasks executed in parallel 

• interarrival times exponentially distributed λ =1 ÷ 1.8 j/s

• Serv. times same mean 0.5s, SQueue1 hyperexp cv=3 - S1,S2,S3 are exp

• Response time of the system?
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System Response time
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Sec.5.3 Synchr. on the fastest task, Quorum=1



A Facial Recognition
Surveillance System

(Edge computing)

Chapter 6 --- Sect.6.1

open model 
two class workload
tool used: JSIMg
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Sect. 6.1 - the surveillance system architecture

• identification of people flowing in an airport detecting the faces of persons passing by 
the scanners

• scanners are connected to the nearest Edge nodes, that are controlled by Fog servers to 
activate the reaction actions   

• five types of persons (scans categories): regular, suspect, dangerous, unknown person, 
poor-quality image 

• all scan categories but the unknown are processed by the Edge nodes (require only 
access to the in-memory db of face images of each node)

• scans of unknown category are sent to a remote cloud equipped with a very large NoSQL 
db of face images (with biometrics data) 

• each Edge node is initially configured with a rack and a server

• as the load increases, the number of servers will increase 

Java Modelling Tools



the facial identification system in the airport
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some objectives of the study

• the system must be autoscaling: it automatically increases the capacity of the Edge 
nodes to meet the time constraint for a facial recognition 

• continuously monitors the response times of each Edge node (analysis time of a scan) 
and adds new servers when the performance target is approached

• Performance Constraint: the mean analysis time of the scans (except those of 
unknown type) required by an Edge node must be <= 3sec (threshold value), time 
required by the reaction actions to be effective  

• Scaling Policy: when a threshold value of the recognition time of a node is 
approaching, a new server will be allocated on its rack (or switched to on-line status if 
it is already mounted)

• arriving requests to each Edge node are balanced between the servers allocated on 
its rack   

• Fog nodes (system coordinators) are not considered in the model

Java Modelling Tools
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model of the global system
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model of an Edge node

Cloud: scans of ‘unknown’ category processed by Cloud servers

Edge: other types of scans processed by Edge node

scans

two class of requests: Cloud, Edge

pc fraction of unknown scans processed by Cloud servers

(class-Edge)

class-Edge

class-Cloud

Java Modelling Tools



74

Service demands of the scans (sec)

‘unknown’ scans 
processed by Cloud servers

other types of scans
processed by Edge node

pc fraction of unknown scans processed by Cloud servers

Java Modelling Tools
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Edge node Response time, 1 server, 40% are ‘unknown’ scans

threshold
3 sec

Java Modelling Tools
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Response time Cloud requests
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autoscaling effects on the Edge node Response time
(40% are ‘unknown’ scans)

Java Modelling Tools

autoscaling
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Utilizations & Response times vs mix of requests (λ=1.4 r/s)

Java Modelling Tools

Response timesUtilizations
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Utilizations & Response times vs mix of requests (λ=1.6 r/s)

pc (fraction of unknown scans)

Java Modelling Tools

Response timesUtilizations



Autoscaling Load Fluctuations

Chapter 6 --- Sect.6.2

mixed model (open and closed) 
two class workload

tool used: JSIMg (Queue Net+Petri Net)

Java Modelling Tools 80



Sect.6.2 - traffic spikes and variability of Service demands

• load fluctuations on the servers of private and public data centers of service providers
are due to the combined effects of the variability of the incoming traffic rate and
computation time of service requests

• fluctuations have very different intensities, durations and time scales

• long-term fluctuations: low frequency, small/medium intensity, generated by the
typical growth trend of workloads

• short-term fluctuations: short duration, high frequency, high intensity, can occur at
unpredictable instants of time

• the right sizing problem: minimum number of resources that must be used as much as
possible to achieve the performance objectives
• over-provisioning -> wastage of resources and money
• under-provisioning->violation of customer expectations in terms of SLA
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horizontal autoscaling

• dynamic provision/deprovision of resources that should be used as much as possible
to achieve the performance target with minimal cost (e.g., AWS Auto Scaling,
Microsoft Azure autoscale, ...);

• good results with workloads subject to long-term fluctuations, typically generated by
physiological trends of the load (growth rate that increases progressively and
continuously)

• BUT ... with workloads that have short-term fluctuations very often the results are
quite unsatisfactory!

WHY?

• the presence of load fluctuations that typically have a high rate of occurrence and
peak of values of short duration
 has a negative impact on performance (dynamic resource congestions are

responsible for very high response times)
 can foster contradictory scaling decisions which, in short time intervals, generate

dangerous oscillations in the number of resources provisioned
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the hierarchical autoscaler scenario 

Java Modelling Tools



hierarchical horizontal scaling with two layers

• enhance the horizontal scaler (Layer 1) with a second layer consisting of a Spike
Server for the execution of load peaks

• Layer 2: activated when a high-load state (which usually precede a load peak) is
detected in a Web Server, new arriving requests are automatically routed to the
Spike Server

• new performance metric monitored by the autoscaler, the Spike Indicator (SI):
number of requests in execution in a Web Server, metric that capture the
fluctuations in both the arriving traffic and service demands

• the alarm threshold SImax is set and is used as a autoscaler metric-based rule to
activate traffic routing towards Spike Server

• a single Spike Server may execute the peak loads of several Web Servers

84Java Modelling Tools



the implemented model

• is focused on evaluating of the impact on data center performance of the dynamic
routing of peak loads to the Spike Server

• we do not model Layer1 actions (with only one Web Server) for the resource
provisioning but we are concentrated on Layer 2 actions

• the performance indicator triggered at Layer 1 for the resource provisioning is System
Response Time R0 (the mean of the response times of Web Server and Spike Server
for the arriving requests)

• a target value of R0 is set

• we study the behavior of system performance with respect to
• arrival rate of requests 1÷12 req/sec
• alarm threshold values SImax of Spike Indicator 10 ÷160 req
• vertical scaling of CPU share of Spike Server, from 40% to 80%

85Java Modelling Tools



execution
of spikes

execution
of requests

Autoscaler
indicator
(tokens)

inhibiting  arc

86

autoscaler model with one WebServer1 and the SpikeServer

number of requests that can still be 
executed in WebServer1

Java Modelling Tools



operational steps of the scaler 

• Layer 1: monitor the metric System response time R0 (of the arriving requests) and
make scaling decisions concerning the provisioning of new servers when its target
value is reached

• Layer 2: control of load fluctuations by monitoring the Spike Indicator in WebServer1;
when Spike Indicator SI> alarm threshold -> activate dynamic routing of new arriving
requests to SpikeServer

• when SI falls below its alarm threshold, new incoming requests will be routed again to
WebServer1

• if, despite the above actions the System response time approaches its target value, it
can be further decreased by vertical scaling the SpikeServer increasing the CPU share
(if available) for the Web app

• if System response time does not drop below the target value with the above actions,
a new WebServer must be provisioned at Layer 1

87Java Modelling Tools
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workload

• two classes of customers: arriving requests (open), tokens (closed)

• tokens (closed class): number of requests that are in execution in WebServer1
(their maximum value is SImax), initially all SImax are located in place
MaxReqServer1

• to reproduce the fluctuations:
• in arriving requests (open class): distribution of interarrival times: hyper-

exponential, from 1 to 11 req/sec, coeff. of variation c=4
• in service demands of the servers: hyper-exponential, mean=160 ms, coeff.

of variation c=4

Java Modelling Tools



alarm threshold for 
high-load state

parameters of the  
hyper-exp. distribution 

of arrivals

89

workload parameters (2 class of customers)

max number SImax of requests that 
can be in execution in WebServer1 arrival rate 6.66 req/s

Java Modelling Tools



Processor Sharing
scheduling algorithm

90

parameters of WebServer1 queue station

Zero service time for 
the tokens

hyperexp distrib. for 
service demands

of arriving requests
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the model dynamic behavior: number of requests in exec.

alarm threshold SImax

Spike 
Server

(b)

[sec]

[sec]

arrival rate: 6.66 req/sec (400 req/min)
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Web 
server 1

(a)

Spike 
Server

(b)

R [sec]

[sec]

[sec]

the model dynamic behavior: Response times of two servers

Java Modelling Tools

arrival rate: 6.66 req/sec (400 req/min)
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Enabling/Inhibiting conditions of the three transitions 

INHIBITING CONDITION: transition is blocked  when 
there are 1 or more tokens in place MaxReqServer1
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Firing rules of the three transitions
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Nrequests and throughput vs alarm SImax (What-if: SImax=10÷160)

arrival rate=6.66 r/s  hyper-exp cv=4 Service demand=160ms  hyper-exp cv=4

SI max
10 160

SI max
10 160

SI max
10 160

SI max
10 160

asymptote of throughput
1/0.16 = 6.25 r/sec

Java Modelling Tools

Nreq WebServer1

X req/s WebServer1

Nreq SpikeServer

X req/s SpikeServer
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R0 target value

System response time R0 vs SImax (What-if: 10 ÷160 req)

fixed arrival rate = 6.66 req/sec 

R0 [sec]

SI max

R0 target value = 8 sec -> SI max= 90 req R0=7.98s  ,  too close to the target 
80 req is better --> R0=7.09s)

7.98 sec

7.09 sec
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--- What-if: arr.rate = 1 ÷ 12 req/sec  (60 ÷ 720 req/min)    hyper-exp c=4 
--- Service demands of both servers = 160 ms hyper-exp cv=4  (PS scheduling)
--- vertical asymptote of R0 with no spikes control:     1/0.160 = 6.25 r/s

Spike Server
saturation 

Phase 2 Phase 3

light load heavy load

System response time R0 vs arrival rate      (SImax 40÷160 req)

Phase 1 Phase 2 Phase 3

no spikes control

SI max =160

SI max =120

SI max =80

SI max =40

medium load
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Vertical scaling of SpikeServer (VM with CPU share 40%->80%)

• service demands SpikeServer 160ms --> 80ms (share 80%)
• 12r/s SImax=80: 40%share  R0=9.8s --> 80%share R0=6.2s

share 40%

share 40%
SI max =160

SI max =80

R0 [sec]

light load

Phase 1 Phase 2 Phase 3

medium load heavy load

share 80%

share 80%
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System Response time R0 vs arrival rate 

• the trend of R0 as the arrival rate increases shows three different operational phases with
light, medium, heavy load

• Phase1 (1÷6 r/s): low arrival rates, the SpikeServer is practically not utilized, its 
contribution to the computation of R0 is negligible
(6r/s, SImax=80: 40%share USpike=0.01 R0=4.1s,   80%share USpike=0.007 R0=4.3s)

• Phase2 (6÷10 r/s): the utilization of WebServer1 increases with the load routed to 
SpikeServer and thus its contribution to R0 

(10r/s, SImax=80:   40%share USpike=0.59 R0=7.5s,  80%share USpike=0.3
R0=7.1s)

• Phase3 (10÷12 r/s): the response time of SpikeServer strongly influences the value of R0 

(note that its load are bursts!); this condition must be AVOIDED --> Vertical scaling 
SpikeServer or add a WebServer
(12r/s, SImax=80:   40%share USpike=0.97 R0=9.8s,    80%share USpike=0.45 R0=6.2s)

Java Modelling Tools
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positive effects of the SpikeServer

• smoothing effect on System response times: the high percentiles due to the high-load
states of the WebServer are replaced by lower values obtained by the SpikeServer,
which is typically not congested

• the mean System response time decreases, so will the number of scaling up actions as
well

• as a consequence, the potential oscillations are also reduced

• by Vertical scaling the VM CPU share of SpikeServer it is possible to obtain a further
decrease of Sys.resp.time R0 for arrival rates 10÷12 req/sec (for higher rates the
SpikeServer will saturate it too and then the Sys.resp.time will start increasing again)

• one SpikeServer can execute the spikes routed by several WebServer thus the costs for
the execution of the global workload are reduced

Java Modelling Tools
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Machine Learning applications

• most autoscaling problems can be solved with ML algorithms

• especially those of automatic tuning of the parameters of the autoscaling
component:

• identification of the max value of Spike Indicator SI that with a given workload
satisfies the user’s performance needs with the minimum number of allocated
resources

• identification of the size of the moving window for monitoring the performance
indicators metrics

• identification of the set of parameters that minimize oscillations

• adaptivity to changes of workload characteristics and computational capacity of
the servers

• workload characterization (statistical parameters and fluctuations) and forecast
for predictive scaling

Java Modelling Tools
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Simulation of the Workflow
of a Web App

Chapter 6 --- Sect.6.3

open model 
three class workload

tool used: JSIMg (Queue Net with Class Switch)

Java Modelling Tools
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Sect.6.3 - the problem

 we consider a simplified version of the e/commerce application of an online food 
shopping company
 the web services of the app are allocated on two servers of private cloud
 server A, a multicore system: front-end services, customer authentication, admin., 

CRM processes, interaction with payment service for strong authentication, check-
out, update DB, invoice gen., shipping, tracking, ...   

 server B, a multiprocessor blade system, fault tolerant, with large RAM and SSD: 
browsing the catalog, processing shopping carts, manage of in-memory DB, ...

 server P, external provider: payment services

 model the sequence of executions of services for an order submission  

 evaluate the impact on performance of a new workload (15% higher than the current 
one and with a new service of Strong Customer Authentication for security payments)  

Java Modelling Tools
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objectives

 model a given sequence of web service executions using the  class-switch
element
 sequence of executions on the three servers A,B,P:

sequence of visits  A -> B -> A -> P -> A

 a request changes its class three times during execution

 evaluate system response time R and throughput X
 with different arrival rates of requests
 with two security payment algorithms for Strong Customer Authentication 

(SCA) (single factor, two-factor)

 new workload, arrival rate > 15% than current workload
 increase throughput bound > 5000 req/hour (new Server B twice as fast)
 impact on R and X
 new bottleneck?

Java Modelling Tools
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the data center

payment
provider

Java Modelling Tools

class of the requests

purchase 
requests



tasks of the workflow of the web app and servers used

Order
completed?

Server B
(Web App, DB)

Server P
(external
provider)

Login, Customer 
Authentication

Business logic, Order mgmt
Analytics, DB customers, 

DB products

Catalog browsing

Cart management

Warehouse Pick, 
Invoice generation, 
Delivery planning

Payment processing
Strong Authentication

Update customer profile
Checkout, Update DB, 

Shipping, Tracking

customers

exit

No

Server A

Server A
(Front-end)

Yes

Network

Network
Successful
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Class-Switch 
station

Payment services
(external provider)

Class1

Class1

Class1

Class2

Class2

Class2

Class3

Class3

Class2 

Class3
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the JSIMg model
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(a) (b)

Service demands Di [sec]

with single-factor authentication with two-factor authentication
for secure payment 
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Class Switch probabilities

class of 
incoming 
requests

class of 
outgoing 
requests 

probabilities of class switch
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temporal sequence of the execution of three requests
(deterministic times)

request 1 request 2 request 3
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number of models 
executed

initial arr.rate

final arr.rate

Class of arriving 
requests

What-if parameters    (λ=0.5÷1.2 req/sec)
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two-factor

single-factor

N with single-factor and two-factor authentications
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R with single-factor and two-factor authentications

two-factor

single-factor
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throughput bound
with OLD Server B

throughput bound
with NEW Server B

4500 r/h 5142 r/h

R with OLD and NEW Server B (new throughput bound)

bottleneck 
on Server B

bottleneck 
on Server A
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