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Introduction to

Performance Models

Chapter 1
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environments involved in modeling

Abstract space

=

Real world Modeling domain

start of the
process
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phases in model construction

measurements
resource requirements
- single/multiple classes
o traffic fluctuations/distributions

analytical single component/whole system
experimental type of component
asymptotic layout of the model
incremental approach incremental approach

L A

\\\ II
validation level of detail
tools identification/migration

type of analysis

type of workload increase

tecﬁnique bottlenecks
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Incremental approach

incremental cycles

Real wovld
'I
A P
F —_— _— —_— _— —_— _— _— —_— _— —_— I
. |
s Parameterization of new
Model definition and |
Awwm i = components |
parameterization | |
, |
. |
, |
I+
1, = :
Modeling domain l I :
Accuracy | l |
assessment | < Accuracy
assessment |
|

| |
|
. |

| Objectives
| achieved? |

Study
>
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Implementation of a simulation model JSIMg (1)

Model solved
JSIMg interface | Design of the model I with simulation

technique
Description of the
Layout of the model ;
,__oli 15 queueing network
(graphical or wizard)
CM&MO}C ﬁw Number and Types of 3
WWM customer classes
Fig.1.6 /\
Workload
-
Open classes Closed classes characterization
Workload Arval rate
Interammival time distrbution Number of customers
parmnerery Reference Station Reference Station
: Parameters of th
vice Stati Type and Capacity (size, processors) aramelers ofr the
S . s Scheduling policy (PS, FCFS, ...) stations and their
Fig. 1.7 Service time (mean, distribution ...) interconnections
Routing (visits, probabilities, strategy)




Implementation of a simulation model JSIMg (2)

. v
Performance melricy Metric name (throughput, ...) Description of the
o resudly Type of value (mean, distnbutional) indexes
Fig.s 1.8, 1.9 Confidence level to be collected
Max error L~

Mhat-if analysb
l Yes

- - Control parameter !
Whatif analysisy g Execution of
, Range of values .
Fig. 1.10 Number of models models with
Workload mix different parameters

Start Simulation
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A computing infrastructure
with a

closed workload

Chapter 2 --- Sect. 2.2

closed model
single class
tool used: JSIMg
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Sect.2.2 - the problem

= consider a data center with a limited (constant) number of users N,

= the workload consists of one class of requests (that have similar
resource requirements)

= three servers: a Web Server (WS), and two Application/Storage
Servers (AS,, AS))

= service times SWSZO.OOSSec, SASl=O.0205eC, SASZZO.OZSSeC
that are exponentially distributed,

= users think time Z=1sec

Java Modelling Tools 10



objectives

study the behavior of X, and R, for N,=1+20 users
(with the original configuration)

compute the 90th percentile of R, for N,=20

evaluate the effects on performance of the upgrade of AS, (the
slowest of the two App&Storage servers) with one 20% faster
new SAS2 --=> 0.020sec

evaluate the effects on performance of the upgrade of AS, with on
e 20% faster, --> S, =0.016sec

migration of bottleneck?

forecast X, and R, with a workload of N =40 users (with the
original configuration)

Java Modelling Tools
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the computing infrastructure

A

A

Application & Storage Servers
Application & Storage

Servers > AS;

Web Server Web Server I‘IO1= 0.6
» S >

U g

b=
(@) ¢”’ .
ol ViSItS
. 1- .

. 1"1.1.-'5' = — =10 1"::151 = —
Service demands: D, Po
" Dys=Vis Sys= O’QEg_s_e_c_ . from routing probabilities to visits
g DASl_VA81 SASth-:l'_Z_SEE ) (see Sect. Al)
" D,or,™ Vs Sps,— 0. 075sec N

\\\
N

N\
" the bottleneck is on AS,; , max of D, despite that it is faster than AS2!
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the JSIMg model

File Edit Define 5clve Help

OB | R Wi> u a@Eo|T

X5l BT 0@ :®on|~w|@+ﬁ

o - A51 AppE.'.Stn:uragE Sewer |
. _}.._h_‘_.)_._' . . .
i el oaise L/— ™
| = o | Web Server (WS)-
| Uzers - - - - AS2-App&Steorage Server -
— " .
T
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routing probabilities settings

- Station Name .

-y
- ~a

Station Name: (Eu"."eh Server (W S}:)

~.-——-——’

- Web Server (WS) Parameters Definiton

‘—-—-

~~———

Routing Strategies

-

. ~
Queue Section | Service Section( Routing Section’y
~

——’

Class

Routing Strategy

Probabilities

Random
Round Reobin

Join the Shortest Queds gsa
Shortest Response Time >
Least Utilization
Fastest Service

-{Load Dependent Routing

Description

It is possible to define the routing
probability for each connected station. If
the sum of the probabilities is different
from 1, all the values will be scaled to
sum 1,

| Destination  ,~_ Probability
{Users l’ 0.1\

Java Modelling Tools

!ﬁhﬂz-hp p&Storag el‘.. 0.3 : !
lt.a.sn -AppéiStorage., 0.6 £ |

5"

N %

~
N 1

~ 1
routing probabilities
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Throughput and Response time of the original configuration

Plot -

¥ Show confidence interval ra

1
|
|
|
I
|
|
|
|
|
|
|
1
|
|
|
|
|
|
1
|
|
|
i
|
|
]
|
|
I
|
|
L

Plot

Show confidence interval range
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ga FVNNN ~ . . ;24 _ _———————__—_ |
77 © _@ 222 - 3 “23r - 1
£, 1/Dx51=8.333 i/s : ; | Ng Dps;=20 x 0.12=2.4 sec
.E. .a.symptgt.ic.\;alue.. .E?g_n- asymptoticvalue .
- Ik 10} -
- 1
1 : ¥
— . . - 16 ]
2L  §
“at / $1.40 T
1 I ) 1.2 C 1 1 1 1 1 1 1 1 1 1 -
2. 4 B . 8 m 12 14 1H 12 zn: 2 4 b g 11z 14 16 18 20
: . N
. “mumber of custormers
Simulatiil;l'l Results _,—"’ : : Simulation Results
. : 4”‘ . : ,——s PR IS
N=16 | N=17 :| N=18:  N=19: ,’w zu\ N=16 N =17 N =18 N =19 ’N zn\
8.039 B.105 8214 8.205 \\83_2-1’:, 1.9492 2.098 2.191 2.293 \Ef[}_E’/
8.183 8.239 8375 8454 - 8470 - 2022 2.130 2.228 2.332 2449
T7.900 7976 8058 8.134 8177 | 1.961 2.066 2.153 2.253 2.355 =
NN |
System Throughput X, System Response time R,
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distribution of response times

i wjm{h Drawing Options >~ -

-y,
- S

11 should be with cv=1 (here it is

cv=0.76)

0.07

| £ Class1_System Response Time — O W
|- Measures : 1.007
{ Mean: 24110 Variance 3.4001 || 096y
" i ——— = 0.937 P
; Standard Dewatlon:|1.3464 ‘.Egefﬂﬂarzo_ﬂian_awrlﬂ.?&ﬁﬂ_,) EI.EEFI'-_-_-_-_ QOtﬁlpercentl['e
|| skewness: 15513 Kurtosis: 13.6578 || s |
| 0.82] 1 |
- Power Moments 0.79) :
: 0.757
First Moment: ‘2.4110 |Second Moment:|9.?_?_21 | 0.717 :
|| Third Moment: 48.4382 Fourth Moment: |324.2434 | | 068 I
' 0.64 I
{ 0,611 :
| Bounds 0571 I I
1| Min Value: 0.0015 Max Value: 20.05332 0.54 |
; ' 1
|| Min Simulation Time: | 24595 Max Simulation Time: 8643.5087 Eig I
l 461 I
l Ma. of Discarded Samples: 0,431 1
- 0,391 :
~ Filter analyzed samples (.36 I
® Based on number of samples (' Based on simulation time E;S :
First sample: |2'I I:I:25' : r
1| Last sample: 71702 0.217 1 .
| 0.18] I 488s<552s (2.3x24)asit
: 1
014
1
|
|
|

| 0.04]

0.0
DD.EID 167 334 501 BEY B36 100 1.7 134 150 168F 1834 201

Distribution \
Min Value: looo1s )
Max Value: 200532,

N 7
Nk@ber of |nterva|s:|3'|}ﬂ ‘/

Progress Status

S || S| — I — I

~~~———

-
| EXIT| | Redraw | | Save as CSV

Load complete a |
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server Utilizations

bottleneck

——_——_—'

0.85 [ —

bottleneck

AS,

WS

2 4 B 8 10 12 14
Mumber of custormers Mifor Classt

20 2 4 fi a8 10 12 14
FHurmber of customers Mifor Classl

16 18 20

with the original configuration

SA82=0.0253ec

SASZZD.OZOsec

Java Modelling Tools

with server AS2 20% faster
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Improvements

= with the original configuration X (20)= 8.32 j/s R (20)= 2.4 sec

= with upgraded AS, of 20% X,(20)= 8.27 j/s R, (20)= 2.42 sec
(the bottleneck is AS1) NO IMPROVEMENTS !!!
= with upgraded AS; of 20% X,(20)=9.99 j/s R, (20)= 1.99 sec

+20% INCREASE -17% DECREASE

\ 4

improving any resource but the bottleneck do not generate any
performance gain with heavy workload

Java Modelling Tools
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with N=40 users - asymptotic values

= original config. Ny=20 users X,(20)=8.24 j/s R (20)= 2.43 sec

= original config. Ny=40 users X,(40)= 8.24 j/s R, (40)= 4.84 sec

— ey
L
— ey
-_—
— ey
----—-
-— oy
— oy
— ey
L
L]

+0% ! +99.1%

the bottleneck is still on server
AS1 that is saturated !

. i

asymptotes
* X ax=1/D 0, =1/0.12=8.33 j/s Rin=Np Dpnax=40x0.12=4.8 sec
. (Little law is R=(N/X)-Z, this R, includes Z)

Java Modelling Tools
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Equivalent model
with

Service Demands

Sec.2.3

Java Modelling Tools
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Sec.2.3 - model with Service Demands

Service demands: D,

u DWS=VWS SWSZO.O5sec

u DA81:VA81 SA81=O. 12sec

u DASZZVASZ SASZZO.O755ec
$~~~~

[

TT=~<<l the bottleneck is still on server
;/ ASI that is saturated'!

’
’
K
W5 -Web Server  AS1 - App8Storage Server  ASZ - App8iStorage Server

Java Modelling Tools 21



Sec.2.3 - equivalent model performance metrics

utilization of : : throughput of
residence times FESOUICES

reso'u rces
I

SAME VALUES

L

Parameters ' Performance ﬂi!etric; \}
used Ro| Xo |Uws|Uasi|Uas2fRdws |Rdas1|Rdas:§ Xws | Xas1|Xas?2
Visits &

Service time|2.4(8.32] .419 | .993 | .618 | .082 | 1.14 | .184 | 82.13[49.32|24.74
(Fig. 2.7) requests
Service
demands |2.4(8.31] .415|.992 | .622 | .083 | 1.14 | .185 (|| 8.31 ||| 8.31 ||| 8.31
(Fig. 2.15) jobs

Java Modelling Tools
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Optimal operating point

of a server

Chapter 2 --- Sect. 2.4

open model
single class
tool used: JSIMg

Java Modelling Tools
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Sect.2.4 - the problem (M/M/1) [Giessler, Kleinrock, 78, 79]

. A A (1 —AS)
¢ system power: ¢ = — in M/M/1 ¢ = — =
R R S

« identify the Aort that maximizes the system power, i.e., the throughput
IS maximum with the minimum response time

o 11
28
| § | | 0.5
apt _ _n opt _ sopt g _ ropt .
R = —e =28 UM =a5=05  NP'=— o =lre
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system power @, S=1, (analytical result)

0.5

=X/R

system power &

©
—

O
N

o
IN

O
w

optimal operating point
0.2 0.4 0.6 0.8 1
Utilization

Java Modelling Tools
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optimal load (analytical result)

S}

N

W

response time R
N

—

optimal operating point

0.2

04 06
Utilization
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selection of the performance indices @simg)

[— Select an index ------

INumber of Custorners

Clueue Time

Response Time

Residence Time

Throughput

L Litilization

Performance Index Class/Mode | Station/ Rﬁgiun.l"ﬁystﬂ'n|
Response Time C Requests || = System | |Balking Rate

- : Drop Rate
Throughput +» Requests || J- System ¥ | |FCR Total Weight

- " : «| [FER Memary Occupation
] " [0 Requests_ S oysten -3 |Firing Throughput '

Fork Join Mumber of Customers
'|Ferk Join Response Time
Reneging Rate

Response Time per Sink

Retrial Rate

Retrial Orbit Size

Retrial Orbit Residence Time
Throughput per Sink

2P Define performance indices

Performance Indices

Define performance indices to be collected and plotted by the
simulation engine.

------ Advanced indexes ------




optimal operating point (simulation, JSIMg)

i

=7 S=d = o =
]

System_Heguests Response Time (s)

T e —————— ; optimal operating point
|
|

| L A L 1 L A L

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Fequests arrival rate ['s]
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Impact of

Bottleneck migration

Chapter 3 --- Sect. 3.2

closed model
heterogeneous (2 class) workload
tools used: JMVA

Java Modelling Tools
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Sect.3.2 - the problem

 web server accessed by administrative staff and graduate students

* two classes of customers with different resource requests and
performance objectives

* class-Adm: management of the administrative procedures
concerning the students curricula (tuition fees payments, courses
attended, grades obtained, ...

» class-Doc: management of the course materials (slides, notes,
homeworks, exams, ...)

» capacity planning: performance forecast with the increase in class-Doc
customers

Java Modelling Tools
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workload

Service Demands, resource i , class-r Dir= Vir x Sir

system population: N={No adm ,No,poc} from {20,5} to {20,280}

unbalanced population growth: Doc from 5 to 280 (No=25-+300)

population mix: B={Bagm:Pooct: ¥No,adm/N, No.poc/N} fraction of cust.

per class

Java Modelling Tools
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Sect.3.2 - the system considered

%

Web Server Web Server |

I

CPU Storage Storage |
O

ul3hnlS

Class Adm

(a) (b)

Java Modelling Tools 32



Service Demands [sec]

td
s
s’
'
s
s’
td
s’
s’
'
7’
’
’/
’

class Adwe bottleneck

class Doc bottleneck

Java Modelling Tools

s
s’
td
s’
s’
s’
'
7’
s’
s’
s
s’
s’
s’
s’
td
td
s’
td
’
'
7’
s
,/
’

Resources Two classes
(Stations) Adm | Doc
Users Think time I__’g;__ 10
CPU 1 0.20 ¢ 0.100
Storage .~ (| 0.050 |1 0.60 !
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What-if analysis: unbalanced population growth

File Action Help

b= @&

> ﬁ'ﬁ%@‘ﬂlgnrithm: MVA -

Classes \ Stations \ Service Times \ Visits \ Reference Station What-if \ Comment \

What-if analysis Control Parameter : [INumber of Customers

Solve models with increasing (or decreasing) number of
customers of selected closed class.

Class : |Doc

LIS
*

'_
L)

class-D0OC 5-->280 -----eeeeeer___ e (AR

ajuns®

To (N3 280"

Steps (n. of executions)® 2?6.:-

’f

-

total number of models
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Increase of class-Doc only (5 =+ 280)

551 I 1.02 I
501 l 1.00f
L ] Storage
098 [
40[ 7
= | | 096 [
§_3.5 é
5‘3_0 s . S084r
= 5
25 . 0925
201 l a0
15[ 7
088l
10 7
086 |
05 i
0.0 0.5 1.0 15 2.0 25 0 10 20 a0 40 50 B0
Number of customers Ni for Doc ¥1 l:l2 Number of customers Ni for Doc
system throughput utilizations
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system throughput with increase of one class only

23 . _rr*__ Gloi)vd/=
50 B 2 \r::f
MRS Adw
45 TS
s0f - AU .
3‘5 Global | . asymptote 1/0.2
= asymptote 1/0.6 £307
=Y N L LT S0l
F2s §ag =
< 20
20 o
.'l'.@.q ﬁ ..................... 15
151
1.0
1.0 7
1) |
05F Adwm - ol .. Doc
D.D —— 1 1 1 1 1 L 1 1

00 02 04 06 08 10 12 14 16 18 2.0

Number of customers Ni for Doc X10

class-Doc only (5 =+ 2000) class-Adm only (20 =+ 2000)

oo 02 04 06 08 10 12 14 16 18 20
3

3 Number of customers Ni for Adm ¥10
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Performance Optimization
of a

Data Center

Chapter 3 --- Sect. 3.3

closed model
heterogeneous (multiclass) workload
tools used: JMVA, JABA

Java Modelling Tools
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Sect.3.3 - the system considered

six servers of the data center are utilized by business critical apps that
access to sensitive data stored

for security reasons the accesses are allowed only to a restricted
(constant) number of employees

two classes of requests with different resource loads and performance
requirements

class-1 : GUI management, business logic computation

class-2 : data processing (store, search, update, download, ...)

to reduce the number of parameters (and to simplify obtaining their
values) we have parameterized the model in terms of global loads to
resources, i.e., with the service demands D¢

Drc represent the global amount of service time required by a complete
execution of a class-c request to resource r

Java Modelling Tools 38



the data center structure

workl oad 1

Web Server

Applicaton Servers

N SR

v
© OO

Storage Servers

}  worldoad 2

Java Modelling Tools
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objectives

the number of users is expected to increase from 100 to 200. Does the
current configuration support this increase without saturating
resources? (bottleneck identification)

It Is required that the per-class target of response times (Rg,1<=8sec ,
Ro,2 <=12sec) set for 100 users must also be satisfied for 200 users
(with 100 users of class-1 and 100 users of class-2)

the fraction of requests in execution of the two classes (i.e., the
population mix) vary over time

identify the actions that improve performance and the population

mixes that maximize the System Throughput Xo and minimizes the
System Response time Rg

Java Modelling Tools 40



workload parameters

Service Demands, resource i, class-r Dir= Vir x Sir

global number of customers : N=200

system population: N={No.1,No2} , from {0,200} to {200,0}
population mix: B={B;,B,}, {No,1/N, No,2/N} fraction of cust. per class

B variable: performance forecast with all the mixes

Java Modelling Tools
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Service demands (original system), ms

Classes \ Stations Service Demands \'\ Reference Station \ What-if \ Comment \

Service Demands

Input service demands of each
station and class.

If the station is "Load Dependent”
you can set the service demands for
each number of customers by
double-click on "LD Settings..."
butten.

Press "Service Times and Visits"
butten to enter service times and
visits instead of service demands.

MWOLWW

* Class ClassZ
Web_Server 12.0000 7.0000
App_Serverl 14.0000 20.0000
App_Server? 23.0000 14.0000
 Storagel | 200000 [ 1050000
: Storage? y,l 70.0000 3[} 0000 i
 Storage3 | " 250000 _3_3_@'3{[1':1_5
natiral bottleneck

of class 1 (Storage 2)
natural bottleneck of

Java Modelling Tools

class 2 (Storage 1)
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Ro and Xo (per-class and global) for all program mix, N=200

¥10

- — - - [
o = (=] =] o
1

Residence Times

—
(=]

0.8

0.6
0.4

Response times

T

gel
for class-1

02 03 04 05 06 07 08 09 10

Population mix Bi for Class1

Ro target times with $={0.5,0.5}:

NOT SATISFIED  -->

Ro,1= 9 sec > 8 sec

valil

Throughput
o ) = ] o

=
==
T

06[
0471

0.2
0.0

8s for class1,

Throughput

0.0185r/s

Population mix Bi for Class1

12s for class2

Ro,2= 13.5 sec > 12sec

Java Modelling Tools
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Litilization

utilization of the three Storage servers (for all the mixes)

1.0
091 * the bottleneck is Storagel when the
oy 1 number of class1 requests in execution is
0.8 lorage <30%, it is Storage2 when this number is
>70%
0.7[
e the utilizations of the three Storages are
06 unbalanced, with 3={0.5,0.5} Storagel and
Storage?2 saturate (100%) while Storage3 is
. 52% !
- Storage 3
ol * the asymptotic utilizations are constant in
| the common saturation sector
03]

00 01 02 03 04 05 06 07 08 09 1.0
Population mix Bi for Class1

Original systemv
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potential bottlenecks - jaBa

%‘;ﬁf’dm"ﬂ’!‘d"” of class 2  the stations that lie on the boundary of
A the convex hull of the service demands
S > ~can saturate (Storagel,Storage2)
: i e as a function of the mix of
4,000 i requests the bottleneck migrate
i among them
i e thereis as a common saturation
53.000 i sector, i.e., a set of mixes that
i saturate both the bottlenecks at
i the same time: from 22.2% to
42.000 i 77.8% of class1 pasa]
Stn:ageﬂ : x“ﬁ}age?
* * in this sector the global response
21,000 App_Servert time and the throughputs are
App_Server2 constant for all the mixes (see [3,15])
We*b_Seruer
' ) ) ) ) ) ) ) ) P Class]

D000 7.000 14000 21000 28000 35000 42000 49000 56000 63.000 70.000

service demands of class 1
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utilization of Storage servers in the balanced system

» data/files migration between Storages

e the global service demand of the three
Storages is the same (283 ms) but their
utilizations are almost balanced (Util. of

Storage3is 0.97)

\
\
\
\
\
\
\

\

\

new Service Demands

* }“\ Class1 | Class2
Web_Server “‘\‘ 12.0000 7.0000
App._Serverl| -“\\ 14,0000 20,0000
n—Ap p_Serve rg “‘ét 23.0000 14.0000
Storagel | 170000 89.25001
Stnrage.z 59.5000 25.5000%
Storage3 38.5000 53.25001

Utilization

06[

041

031

Utiligations

Storage 2

02 03 04 05 06 07 08 09 10
Population mix i for Class1

00 01

Java Modelling Tools
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service demands of the balanced system - JaBa

Clags2
A

o Sorage multiple bottlenecks

- \ equi-utiligation line

\\ L
‘\ gl * the service demands of Storagel,
71.400 ~ ad .
\f Storage2 and Storage3 are almost aligned
N in the convex hull
\\
St 3
53,540 Tﬂgﬁ\
\\\
N\
35.700 N
Y
— \&turagez
-~ = =~ ~ "'
7 Bpp_Server S \
]
17,850 ( App._Server2 \ these servery will never
. ) o tl t, P z tl
N\ Web_Server /7 e 1 ) Of
\;~__—,/ the program mixes
I j j I I I j j i — Classi
0000 5850 11800 17850 23800 29730 35700 41650 47600 53550 59.500
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Ro and Xo (per-class and global) of the balanced system, N=200

Response times Throughput
x10? 102
181 i 221 N 1
2_0 - / 3 - -
16[ i p
181 0.0218r/s .
+17.8%
141 16 i ]
2
£ = 1.4 7
F1.2T1 = :
z S12f d
T 3
G101 1 Eqob !
£ lobal| .l Closs 2.
08[ -
06 |
06 0.4 CW 1 -
021 }
0.4 1
: 00l !
00 01 02 03 04 05 06 07 08 09 10 00 01 02 03 04 05 06 07 08 08 10
Population mix i for Class1 Population mix Bi for Class1

with f={0.5,0.5} --> Ro,min =10.829.18sec  Xo,max =0.0185>0.0218 req/ms

targets of Roare SATISFIED --> Ro,1= 7.65<8sec  Ro,2=11.47 <12 sec
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Variability of

Interarrival and Service times

Chapter 4 - Sect. 4.2 - Sect. 4.3

open models with different distributions
Deterministic, Hypo-exponential
Exponential, Hyper-exponential
tool used: JSIMg

Java Modelling Tools
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Sect.4.2 — the problem

= evaluate the impact of variability of Interarrival times on the
performance

= the system consists of a queue station with service times
exponentially distributed

= we consider five models with different distributions of
Interarrival times with the same mean and increasing variance,
with coefficients of variation from O to 10

= the request Arrival rate A varies from 0.1 to 0.9 reqg/sec
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Variability of Interarrival times — Jsimg
selection of the

distribution
Service times: - el
S=1sec Exponential (cv=1) for . “
the five models Selected Distiburiokl Hyperexpanenial |

Hyperexponential [hyp(p. Ay, Aa)]:
e f{;rjl :Ij:-_:}.l[i_}"l"l _|_{]_ _I}}*}L?F_}LEI |
| 1' - e ﬂ e Q004975248744
csource T Quewet1. . Sink1 A: 0000995049629
A2 (019000495037

Interarrival times distributions: lz"%;an: 0 ™
= Deterministic cv=0 Ne__g 107
. LS

= Hypo-exponential cv=0.5 \\

- — (b} Parameters of the Hyper-exponential distribution
= Exponential cv=1 \
= Hyper-exponential cv=5 \\
= Hyper-exponential cv=10 mean and

coefficient of variation cv
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three Interarrival times distributions (with same mean)

A = 0.9 req/sec, mean=1.11 sec

Exp cv=1

Hyper-exp cv=5
o 0.5
percentiles#
(% of values <mean)

\ Hypo-exp cv=0.5

mean
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Utilization of Queuel

U=AS S=1sec

A =0.1+ 0.9 req/sec

04

0.1 0.2 0.3

0.4

0.5 0.6 0.7

Class1 arrival rate [j/s]
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Response time R

500 T

450 +

400 —+

350 +

300 +

250 —+

200 +

150 +

100 +

50 +

R [sec]
I
|
|
|
I
HyperExp cv=10 :
\ i
HyperExp cv=5 :
i
Exp cv=1
0 0.2 0.4 0.6 Oé

1

iIncrease of R

Arrival rate A r/s
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R with five distributions of Interarrival times

e« same Service time S=1sec and same distribution (exponential)

e five distribution of Interarrival time, coeff. of var. from O to 10

« with A =0.9 reg/sec --> Response time from 5.13 to 455.06 sec!

Arrival rate <~ Interarrival Time Distributions >
Const c=0 Hyper c=10
A=01 [r/g 1.00 1.24
A=03 [r/s 1.05 2.40
A=06 [r/s 1.47 46.08
A=09 /s 513 455.06
: . - L
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Sect.4.3 — the problem

= evaluate the impact of variability of Service times on the
performance

= the system consists of a queue station
= the Interarrival times are exponentially distributed
= we consider five models with different distributions of Service

times with the same mean and increasing variance, with
coefficients of variation from O to 10

= the request arrival rate A varies from 0.1 to 0.9 reqg/sec
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Variability of Service times - Jsimg

Interarrival times exp. (cv=1) for
the five models

‘Source1  Queuet . . Sink1

Service times: S=1 sec, five distrib.
= Deterministic cv=0

= Hypo-exponential cv=0.5

= Exponential cv=1
Hyper-exponential cv=5
Hyper-exponential cv=10

Java Modelling Tools

initial and final arrival rates

I

I

I

I
What-if Analysis I
Define the type of What-If analysis te be performed ar"d |Enab|e What-If analysis|
rodify parameter options. ]
WARNING: /

I
Enabling What-If analysis will disable all statistical outputs.
I

- Parameter selection for the control 01' repeated executions
']

|Arrival rates I >/
]
I
 Type of arrival rate growth ,' "Description—
O Change arrival rates of all opengclasses Repeat the
: 1 i i
® Change the arrival rate of one gpen class SIWUIE_J“D” =
o, - with different |
- e o
From: ," 0.1 T~ arrival rates

\ !

o . 0927 for an open
’—‘——ELWJ‘ classes,

Steps: I provided that

Class: Class1 ,I = the interarrival
/ time

9 models réquesteaf
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effects of bursts of Service times on Response times - JSiMmg

S=1sec A=0.9 req/sec hyper-exponential coeff.of variation=5
160 / ,"’ \400\ NN\\
burst / burst effect y effect
140 + * 350 + 4
U4 \‘ II \‘

[

/
7

I
I

I

I

I

|

|

1

| et
5000 \L I]l.}' 10800
\~/

{a) Fluctuations of Hyper-exp Service Times [sec]

Service times S
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(b) Response times [sec)

\
\
1
1
1
1
1
1
1
1
|
1
1
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Response time, S=1sec Hyperexp. cv=5, A=0.6 reqg/sec

@ Simulation Results - ServTHyperSArr06.jsimg — [] X
i - - -
Number of Customers Response TI[T"IE.'\\ Utilization \!
T T num. of samples to reach the precision
Average response time for each selected class at each selected station. y
{ : Z
Station Name: Queue T |Class Name: Class1 A ggl; anﬁdence
_ammmmm TS ¥ A1 interval
Conf.Int/Max Rel.Err: |0.99 / 0.03(Analyzed samples: 91750407 | 29.76 ,,
el T —= 27 06 ’
Min: __ 200987 Max 210397 | | 24350, &
I 2 BN
Average value’, %D.SEE}Z’I’,‘ Abort Measure 15,041 'ﬂ? Wil
mean value — 16.23
Hide instantaneous values 13.53“
LouDIe CIICK ON TNIS grapn 10 Open IT IN a New WINaows. 1':'-32:
Right-click to save it. 2'1:: :‘
Click on green bars to see the simulation time, the sample 2 206
average (blue), and the sample values (green). D.DDDD i : 3 1

simulation Complete (Time Elapsed: 37.4s)
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Response times with three distributions of Service times

Response time R

500 T

450 +

400 +

350 +

300 +

250 +

200 T

150 +

100 +

50 +

0

same mean S=1 sec

HyperkExp cv=10\

HyperExp cv=35

Exp cv=1

Si—

Q
Q
Q

0.2

4’)—’0‘

0.4 0.6 0.8

1

high
variability!

Arrival rate A r/s
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Response times R

same Interarrival times and same exponential distribution

five distributions of Service times, coeff. of var. from O to 10

with A =0.9 reqg/sec --> Response time from 5.53 to 453.36 sec!

Arrival rate | __________ Response time _
<=ZT__S=1sec_Service Time Distributions ZZ==3
Exp c=1 Const ¢=0 | Hypo-exp ¢=0.5 | Exp ¢=1 | Hyper-exp ¢=5 | Hyper-exp c=10

A=01 [r/s] 1.05 1.06 1.11 2.42 6.67

A=03 |[r/s] 1.21 1.26 1.43 6.66 22.62
A=06 |[r/s] 50 195 3.04 2056 il
A=09 [r/s] | #5.53\ /6.5 /0.02 711917 /453.36
A=0.9 [r/s] || \5.57 \6.625/ \ 10} \ 118 ) \455.5 )

= —r — S— S

M/G/1 exact values
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Parallel
Computing

Chapter 5 --- Sect.5.1 - 5.2 - 5.3

open model
tool used: JSIMg
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Sec.5.1 Synchronization of all parallel tasks at the Join

:—}J-
| T
:_}J-
1:}®- A DUEUEE__...Q....}Q:

B < el

Dueued _
Fork generates four eq'ual tasks executed in parallel

interarrival times of jobs and service times are exponentially distributed

Service times with the same mean Si=0.5s, A=1 -+ 1.8 j/s

Response time of the system?
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System Response time

Mumber of Custom EFS\'L Response T|me\',l Utilization ‘\I System Thruughput\',l System Number of Customers ' Fork Join Response Tlrne\

Response Time
Response Time for each chosen F/J area

Description Plot

Show confidence interval ri

Station Mame: Fork 1 E . : : . . : . . :
= i

Class Mame: Class1 - 4 '
E: P

Conf.Int/Max Rel.Err (0-13:  [0.99 7 0.03 o
o 7 E i

Samples: 5 £
- Ei : =1

_"E "
X ming 1 i ,_,‘:"_I5 J

= o 1
A max: 1.8 | I

- al
¥ min: 187512 =3 P

. = n
;D: 2 -

"r‘max: 9.23 % 1 1 1 1 1 1 1 1 [

- 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8

Classt arrival rate [ifs]
Simulation results table
= 1.000 j/= 1.200 /s 1.400 /= 1.600 /s 1.800 j/s
Mean value 1.922 2.338 3.056 4.510 9.036
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Sec.5.2 Synchr. of all tasks, Squeue1 hyperexp, cv=3

—me

f

* Queue 1 (HYPEREXP)

0

;E:-cuu.rcei B F.curlc.1

N J,)_
S Queed
 Fork generates four equal tasks executed in parallel

e interarrival times exponentially distributed A =1 = 1.8 j/s

o Serv. times same mean 0.5s, Squeue1 hyperexp cv=3 - S1,52,S3 are exp
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System Response time

Number of Customers\ Response Time\ Utilization \ System Number of Cusmmers\ System Throughput\ Fork Join Response Time|\

Fork Join Response Time

Average response time for each chosen class in each chosen Fork/loin section.

Description Plot
v ; .
Station Name: Fork 1 (Fork Join) ¥l Show confidence interval range
ClaSSName; CIES.S’I EEE FllIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIllIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII. -
'_ "
Conf.nt. / Max Rel.Err. {0-1): 0,99 /0.03 %
2201 —
Models: 5 %
X min; 1 2 |
LI_I :
X max; 1.8/ L_Em_ -
g S :
Y min: 3863 p :
_ 5 8] R
Y max: 25.994/ ] . | | | | | | | ]
1.0 1.1 1.2 1.2 1.4 1.6 1.6 1.7 1.8
Class] arrival rate [ifs]
Simulation Results
3 1.000 j/s 1.200 j/s 1.400 j/s 1.600 j/s 1.800 j/s
Mean Value (s) 3.9515 5.1908 7.5642 11.8934 25.0649
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Sec.5.3 Synchr. on the fastest task, Quorum=1

MNumber of Customers\\ Response Tlrne\',l Utilization \". System Thruughput\\ System Number of Customers ' Fork Join Response Tlrr'le\l

Response Time
Response Time for each chosen F/J area

Description Flot
Show confidence interval rar
Station Mame; Forl: 1 w
E 1E T T T T T T T T T
|_ lIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII.IIIII.II
Class Mame: Class1 & i i
=14 .
=] .
Conf.Int/Max Rel.Err (0-1): 0.99 /0.03 §1 a b CE
T :
Models T 'E 1.0 o
) "
= -
X min: 025 208 :
— I L ]
X max: 1750 = ﬁ 0B D
' .
2 (0.4 ]
Y min: 0.15= . .
uE_ 0.z | T4
"r“rnax: 1.54.7 % 1 1 1 1 1 1 1 1 =
- 0.z 0.4 0.5 0. 1.0 1.2 1.4 1.6 1.8
Class1 arrival rate [jrs]
Simulation results table
= 0.250 /s 0.500 j/s 0.750 j/s 1.000 j/s 1.250 j/s 1.500 j/s | 1.750 j/s
Mean value (0.152 0,188 0.239 0,320 0.452 0,722 1.516 %
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A Facial Recognition
Surveillance System

(Edge computing)

Chapter 6 --- Sect.6.1

open model
two class workload
tool used: JSIMg

Java Modelling Tools
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Sect. 6.1 - the surveillance system architecture

e identification of people flowing in an airport detecting the faces of persons passing by
the scanners

e scanners are connected to the nearest Edge nodes, that are controlled by Fog servers to
activate the reaction actions

 five types of persons (scans categories): regular, suspect, dangerous, unknown person,
poor-quality image

 all scan categories but the unknown are processed by the Edge nodes (require only
access to the in-memory db of face images of each node)

e scans of unknown category are sent to a remote cloud equipped with a very large NoSQL
db of face images (with biometrics data)

e each Edge node is initially configured with a rack and a server

* as the load increases, the number of servers will increase
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the facial identification system in the airport

scanners / Edge nodes // Fog nodes / Cloud servers

loT devices \ Edge layer \‘ Fog layer \ Cloud layer
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some objectives of the study

* the system must be autoscaling: it automatically increases the capacity of the Edge
nodes to meet the time constraint for a facial recognition

e continuously monitors the response times of each Edge node (analysis time of a scan)
and adds new servers when the performance target is approached

e Performance Constraint: the mean analysis time of the scans (except those of

unknown type) required by an Edge node must be <= 3sec (threshold value), time
required by the reaction actions to be effective

e Scaling Policy: when a threshold value of the recognition time of a node is

approaching, a new server will be allocated on its rack (or switched to on-line status if
it is already mounted)

e arriving requests to each Edge node are balanced between the servers allocated on
its rack

* Fog nodes (system coordinators) are not considered in the model
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model of the global system

requests executed on Edge nodes

Sink to Fog
class-E SEIVErs
pPc - "O— L
F E>C requests for Cloud
Source ! Edge node “\\ ClassSwitch network
: Severs >
| ‘\'\
! e et »Sink toFog
' requests executed on Cloud senvers
I class-C
- - - - - - — e = —
| Sink toFog
sSenvers
class-E
%_—:, ESCf——-——- - oo ~O--
T ~ network
| Edge node ™
I senvers RN
| .
| .- *Sink to Fog
| senvers
I class-C
I.q_ _______________________ A= — = —————————— e ———— — — — —
Scanners Edge layer Fog layer Cloud layer
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model of an Edge node

. 1—.[][. L déSS;Ed. L
CLTPe . -Edge L o .
> @
e : - Sink Edge
scans (class Edge) - ' @gmﬂ | Jﬂ |
| | ' |
E C .?;,, \)'_“ - Class Switch - - Cloud =

- Source” T - L Edge node

.

- Sink Cloud

two class of requests: Cloud, Edge

----- » Cloud: scans Of unknown’ C&ltegm‘y processed by Cloud servers

—> Edge: other types of scans processed by Edge node

Pc fraction of unknown scans processed by Cloud servers
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Service demands of the scans (sec)

other types of scans
processed by Edge node

‘unknown’ scans

processed by Cloud servers

s

Hesource e 1 wo classes
(Station) Edge | Cloud
Edge node 0.5 0.1 pe
Cloud — 0.8 p.

Pc¢ fraction of unknown scans processed by Cloud servers
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Edge node Response time, 1 server, 40% are ‘unknown’ scans

Description Plot
: )
Station Name: Edgenade Show confidence interval range
Class Name: Edge Ea ]
= _
Confint. / Max Rel.Err. (0-1): 099 /0.03 § 7
%E _
Models: 32 §|5 _
X min: 0215 &Y 1
— = 3 T
X max; 175/ =
— gz =1
Y min: 05435 ! ]
Y max: 8.50| = 0.z 0.4 0.6 0.8 1.0 1.2 1.4 1. 1.8
— Edge arrival rate [jis]
Simulation Results
3 1.400 j/fs 1.450 j/s 1.500 j/s 1.550 jfs 1.600 j/fs 1.650 jfs 1.700 j/s 1.750 jfs
Mean Value (s) 1.9608 2.1950 2.5235 2.8782 34366 43147 5.8309 8.3949
Max (s) (Conflnt)| 2.0016 2.2503 2.5926 2.9393 3.5307 44214 5.9455 8.5896
Min (s) (Conf.nt.) 1.9200 2.1398 2.4544 2.8170 3.3424 42079 57163 8.2001 =
v n 7 D
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Response time Cloud requests

Response Time per Sink

Average response time for each selected class at each selected Sink station.

Java Modelling Tools

Description Plot
. .
Station Name: Sink 2 _ v Show confidence interval range
Class Name: Cloud S14r 1
g12 I ]
Conf.nt. / Max Rel.Err. (0-1): 099 /0.03 z
ar -
Models: 24 g
A |
X min: 0.05(< §|
=R i
X max: 1212 &
o 4T i
Y min: 1821151 £ 3 |
Y max 14485 0.0 04 02 03 04 05 06 0OF 08 08 1.0 14 1.2
Local arrival rate [jfs]
Simulation Results
3 0.050 j/s 0.100 j/s 0.150 j/s 0.200 j/s 0.250 j/s 0.300 j/s 0.350 /s
Mean Value (s) 1.8503 1.9156 1.9814 2.0421 2.1346 2.2251 23178

| »
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autoscaling effects on the Edge node Response time
(40% are ‘unknown’ scans)

Response time Local requests [sec]

autoscaling
TN 2N 2N 27N 27N
V4 \ V4 \ U4 \ ’ \ ’ \
’/ \ ’/ \ ’l \ ,/ \ ,/ \
1 server 2 servers 3 servers 4 servers I servers D servers

1

Response time
upper bound

=

1 2 3 o 5 b 7 8 9 10

arrival rate A [reg/sec]
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Utilizations & Response times vs mix of requests (A=1.4 r/s)

Litilizatian

Utilizations Response times
bottlenack on
bottleneck on kdge node
Cloud server
) |
i i k1
1 - I 10
T Edge node ) ‘. — 8
|

07 o I = g
o8 . : ¢ ¢ Cloud server

i 1 8
05 A i = 3
04 - : B 4
03 Eioud eaver | ?‘: 3 Edge node
0.2 - : 2 2 | ! . —

| ]
01 - . 1
L1 T T T T T T T ] - - T T T T T T 1
q [ | 0z 03 0.4 0.5 0e 0.7 0.8 0.8 1 i 01 0.2 0.3 04 0.5 5 a7 (i (:] i
fraction p, of requests executed on cloud fraction p, of requests executed on cloud
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Utilization

Utilizations & Response times vs mix of requests (A=1.6 r/s)

Utilizations Response times
bottleneck on Fog server bottleneck on Cloud
f ALJ A 10
14 | ’/.____:_0 g
0.9 1 Fog server | — = g
0.8 I 1 u
1 | =7
0.7 1 1 W
0.6 | | g 6
] I =
05 | I v
1 | c 4
0.4 - I 3 Fog server
0.3 | Cloud I 2 3
3 1 | g
0.2 I
1 1
0.1 - , 1
u s T T T T T T II T T 1 0 N I ' ' ' ' J ' ! J Y
0 01 02 03 04 05 06 07 08 009 1 0 0.1 0.2 0.3 04 0.5 0.6 0.7 0.8 09 1

fraction of requests executed on cloud fraction of requests executed on cloud

Pc (fraction of unknown scans)
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Autoscaling Load Fluctuations

Chapter 6 --- Sect.6.2

mixed model (open and closed)
two class workload
tool used: JSIMg (Queue Net+Petri Net)

Java Modelling Tools
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Sect.6.2 - traffic spikes and variability of Service demands

* load fluctuations on the servers of private and public data centers of service providers
are due to the combined effects of the variability of the incoming traffic rate and
computation time of service requests

* fluctuations have very different intensities, durations and time scales

* long-term fluctuations: low frequency, small/medium intensity, generated by the
typical growth trend of workloads

e short-term fluctuations: short duration, high frequency, high intensity, can occur at

unpredictable instants of time

e the right sizing problem: minimum number of resources that must be used as much as
possible to achieve the performance objectives

e over-provisioning -> wastage of resources and money

e under-provisioning->violation of customer expectations in terms of SLA

Java Modelling Tools
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horizontal autoscaling

dynamic provision/deprovision of resources that should be used as much as possible

to achieve the performance target with minimal cost (e.g., AWS Auto Scaling,
Microsoft Azure autoscale, ...);

good results with workloads subject to long-term fluctuations, typically generated by
physiological trends of the load (growth rate that increases progressively and
continuously)

BUT ... with workloads that have short-term fluctuations very often the results are
quite unsatisfactory!

WHY?
the presence of load fluctuations that typically have a high rate of occurrence and

peak of values of short duration

» has a negative impact on performance (dynamic resource congestions are
responsible for very high response times)

» can foster contradictory scaling decisions which, in short time intervals, generate
dangerous oscillations in the number of resources provisioned
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the hierarchical autoscaler scenario

HORIZONTAL SCALER

domain

/ Web

[
|

—

”~

N
\y Web server 1

/

O

wn
1)
=
N

erv

> 205 [F—— =
|

Load
controller

VERTICAL SCALER

l
|
l
\
\

ccceqeccccccccccccccnn

|

| ——

Web server M
|

O

e g s —————

1
77N

\ | /Spikes server\

domain

BN
-»l
NN,

N s
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hierarchical horizontal scaling with two layers

* enhance the horizontal scaler (Layer 1) with a second layer consisting of a Spike
Server for the execution of load peaks

e lLayer 2: activated when a high-load state (which usually precede a load peak) is
detected in a Web Server, new arriving requests are automatically routed to the
Spike Server

* new performance metric monitored by the autoscaler, the Spike Indicator (Sl):
number of requests in execution in a Web Server, metric that capture the

fluctuations in both the arriving traffic and service demands

e the alarm threshold sI™ is set and is used as a autoscaler metric-based rule to
activate traffic routing towards Spike Server

* asingle Spike Server may execute the peak loads of several Web Servers

Java Modelling Tools
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the implemented model

is focused on evaluating of the impact on data center performance of the dynamic
routing of peak loads to the Spike Server

we do not model Layerl actions (with only one Web Server) for the resource
provisioning but we are concentrated on Layer 2 actions

the performance indicator triggered at Layer 1 for the resource provisioning is System
Response Time R, (the mean of the response times of Web Server and Spike Server
for the arriving requests)

a target value of R is set

\ 4

we study the behavior of system performance with respect to
e arrival rate of requests 1+12 req/sec
e alarm threshold values SI"*" of Spike Indicator 10 =160 req
» vertical scaling of CPU share of Spike Server, from 40% to 80%
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autoscaler model with one WebServerl and the SpikeServer

executior
“““ of requesty
. . . . . . . . . . . . . A.‘“t.“ . . . . . . . . . :
| JoinWebServerl ' Release Severl  Rel | . Sink1
. , _ , . , WEbSQWGI' -| . elease_oerver| , . , L , i : .
S I @ . . . . . . . . .".“‘. . ,.,.‘_‘
&JUI’.CE 1 A"l‘o"lng . - < .: O - "- - - - - - - - - - - - -
S RN IR "‘.ﬁduﬂeq&mﬂﬁ C T, indicator:
B ."-.‘..--.‘ . (tokens)
. ~ Join_SpikeServer & SpikeServer Ve, .. .. Sink2

nuwmber of requ,%%yﬂmt coav G e
executed inWebServerl
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operational steps of the scaler

Layer 1: monitor the metric System response time R, (of the arriving requests) and
make scaling decisions concerning the provisioning of new servers when its target
value is reached

Layer 2: control of load fluctuations by monitoring the Spike Indicator in WebServerl;
when Spike Indicator SI> alarm threshold -> activate dynamic routing of new arriving
requests to SpikeServer

when Sl falls below its alarm threshold, new incoming requests will be routed again to
WebServerl

if, despite the above actions the System response time approaches its target value, it
can be further decreased by vertical scaling the SpikeServer increasing the CPU share

(if available) for the Web app

if System response time does not drop below the target value with the above actions,
a new WebServer must be provisioned at Layer 1
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workload

e two classes of customers: arriving requests (open), tokens (closed)

e tokens (closed class): number of requests that are in execution in WebServerl

(their maximum value is SI™™), initially all SI™™ are located in place
MaxReqServerl

e toreproduce the fluctuations:

in arriving requests (open class): distribution of interarrival times: hyper-
exponential, from 1 to 11 req/sec, coeff. of variation c=4

in service demands of the servers: hyper-exponential, mean=160 ms, coeff.
of variation c=4
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workload parameters (2 class of customers)

Define customer classes >

Editing Arriv_Req distribution... d
Classes Characteristics | Add Class | Selected Distribution: [Hyperexponential -
Define type (Open or Closed), name and parameters for each customer class. =
Closed Classes: If a ClassSwitch is in the model, then all the closed classes must have the Classes: - Hyperexponential [h_‘y’p{p,}tl ,/\2}] :
same reference station,
Open Classes: An open class that has Fork, ClassSwitch, Scaler or Transition as the reference flx) = p}nt:—lu +(1—p) }'gf:—h-;..-.
station is mot generated by any Source.
Priorities: A larger value implies a higher pricrity.
| Mame Type | Pri..l Pop...| Interarrival Time Distr... Reference Station | P |ID'IEEII:H31_".3-I 686 |
I Arriv Req | Open = O hyp(0.03,0.404,12,929) | Edit || & Source 1 - |§| Al |1].-‘11}4423?5531 3 |

I maxReq_Linkl | L Closed = 'D 21 MaxReqServer] - |E| A |1:‘1-'3'*_‘13‘-:'“:""5|'5_""_-"'5'IE |

/ —
mearn: |'|].15 \ |
pawrameters of the — '(

adowrm thweshold for hyber-exp. distri o | N |
high-load state P rovals

\

maw number SImaw of requesty that
cawv be inv executiov inv WebServerl awrival rate 6.66 reqly
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parameters of WebServerl queue station

Editing WebServer 1 Properties... Editing WebServer 1 Properties...
~ Station Name - Station Name
Station Mame: |Wehﬂern.rer 1 Station Name: |Webﬂer'.rer 1
rWe Parameters Definiton rWebServer 1 Param initon
QQueue Section) Service Section "'. Routing Section \". Queue Section( |Service Section| JRouting Section \l\
- Capacity - Queue Policy - Number of Servers
Staticn queue policy: |Pleempt'we Scheduling Murnber: 112
® Infinite Class Queue Policy Service Time Distributions
< Arriv_Req P3 \ y Class Strategy | Service Time Distribution
L maxReq_Link1 Ps - & Arriv_Req Load Independent *| hyp(0.03,0.379,12.121)
i maxReq_Linkl Zero Service Time *|0
_ Finite /

Processor Shauwing Zexvo- sexrvice time for evexp distri- for
scheduling algorithwn the tokens Mgﬁwﬁ

of awrriving reqvt%ty

Java Modelling Tools 90



the model dynamic behavior: number of requests in exec.

alarm threshold Slmax arrival rate: 6.66 reqg/sec (400 req/min)

- T

Server1l *
(a) “

35

120 300 480 660 840 1020 1200

[sec]
45
Spike 30

Server
(b) 15
0 |
120 300 480 660 840 1020 1200
[sec]
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the model dynamic behavior: Response times of two servers

R [sec] ., arrival rate: 6.66 reqg/sec (400 req/min)
40
Web 3
server 1l
(a) 20
10
0
120 300 480 660 840 1020 1200
[sec]
10
8
Spike ,
6
Server
() ¢
2 JM
0 |
120 300 480 660 840 1020 1200
[sec]
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Enabling/Inhibiting conditions of the three transitions

B cciiting Join WebServer1 Propertiss BB cciting Rel Broperties Bl cditing Joir
Station Name ~Station Name Station Name
Station Mame: |Join_WebServer] Station Name: | Rel Station Name: |Join_SpikeServer
~Join_WebServer1 Parameters Definiton — ~Rel Parameters Definiton - Join_SpikeServer Parameters Definiton —
Enabling Section | Tuming Section | Firing Enabling Section | Timing Section | Firing ' Enabling Section | Timing Section | Firing *
| Enabling Condition for Mode1 : Enabling Condition for Mode 1 Enabling Condition for Mode 1
" | Amv_Req maxReq Link] * | Arriv_Req maxReq_Link] * | Aniv_Req maxReq_Link]
_Aniving | 1 0 Release_Se... | 0 Arriving | 0
MaxReg5e.. 0 1 MaxReqSe... 0 0
Inhibiting Condition for Mode1 T "hmungcnndumfir Mode 1
* | AmivReq| maxfleq Link] * | Ariv_Req maxReq Linkl b L L “Req maxheq Link]
| Amving . o @ F.Iilld-l_it | & o Armving L oe
MaxReqSe... - o MaxReqSe... e :. 1 ‘:
— i W
(a) Transition JoinWebServeri (b) Transition Rel (c) Tr&nsxtlﬂt;‘JﬂfnSpikeserver
INHIBITING CONDITION: transition is blocked when

there are 1 or more tokens in place MaxReqgServerl
93
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Firing rules of the three transitions

B £diting Join WehServer! Properties..

 Station Mame
' Station Mame: |Join_WebServer1|

: E-c:. ing Rel Pr
1 Station Name
 Station Name: | Rel

loin_WebServer 1 Parameters Definiton —
Enabling Section | Timing Section  Firing

~Firing Cutcome for Mode 1
* | Amiv_Req maxReq Link]
WebServer | 1 0

(a) Transition Join WebServeri

~Rel Parameters Definiton
Enabling Section | Timing Section  Firing !
“Firing Outcome for Maode1
* | Asiv_Req maxfleq Link]
MaxReqSe... 0 1
Sink 1 1 0

(b) Transition Rel

Java Modelling Tools

H '..'I | L] SpIEeSBIe LW A L wis

~Station Mame
Station Name: | Join_SpikeServer

- Join_SpikeServer Parameters Definiton —
Enabling Section |, Timing Section Firing *

~Firing Outcome for Mode 1
*  Amiv_Req| maxReq Link1
SpikeServer 1 0

(¢) Transition JoinSpikeServer
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max

Nrequests and throughput vs alarm Si (What-if: SI™*=10+160)

arrival rate=6.66 r/s hyper-exp cv=4 Service demand=160ms hyper-exp cv=4

=
]

Plot Plot
Nreq Webse rve rl Show confidence interval range Nreq Spikese rver Show confidence interval range

b
T

o_Mumber of Customéks §)
=

307
gn.a
0.8 2
205
Z08 J
DZI n:lﬂ.d
04 z
% :fllil.3
302 =2 T T . .
5. 8 T I -+ T [ T 1
§ 10 %2 0.4 0.6 08 1.0 12 1.4 160 g 10 o2 0.4 0.6 0.8 10 1.2 1.4 180
S max w0t S| max w0’
Plot Plot
X rECI/S WebserverE Show confidence interval range _ X req/s Spikeserve Show confidence interval range
-‘Jj"\- '\g?.
g I E‘]E_ T T T T T T T ]
262 al4r
'E|B.EI i §1 aF
[~ =
T58f g
2 =hily
EEa asymptote of throughput o
1 L
a4 1/0.16 = 6.25 r/sec zlu'a
55-2 Z06[
250 | 3 e e o
g 1 1 1 1 1 1 1 1 L%Del_ 1 1 1 1 _:_ = _:_ = JI_ 1 ]
10 o2 0.4 0.8 0.8 1.0 1.2 14 160 10 o2 0.4 0.6 0.8 1.0 1.2 14 160
G| max olin §| max X0
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max

System response time R, vs Sl (What-if: 10 +160 req)

fixed arrival rate = 6.66 req/sec

Ro target value = 8 sec -> SI ™*=90 req Ro=7.98s , too close to the target
80 req is better --> Ro=7.09s)

Flot

R, [sec]

Show confidence interval range

7.98 sec

—_ =& —a ==

L R = (=3} [} = 2 = (=7}
1 1 I b I 1 1 1
n
n
n
n
n
n
n
n
n
n
u
u
n
"
"
"
"
"
n
n
n
"
"
u
"
.
.
"
.
"
.
"
"
"
n
n
a
n
.
.
.
.
.
.
.
.
.
.
.
n
[}
»
n
»
n

.................. Ro target value

n_System Response Time (s)

7.09 sec

Arriv_Fe

nz 0.4 0.6 nse 1.0 1.2 14 16
S| max Di
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System response time R, vs arrival rate (SI™ax 40+160 req)

--- What-if: arr.rate =1+ 12 req/sec (60 + 720 reg/min) hyper-exp c=4
--- Service demands of both servers = 160 ms hyper-exp cv=4 (PS scheduling)
--- vertical asymptote of Ro with no spikes control: 1/0.160 = 6.25r/s

Ro [sec]
22 1
20 1
18 1
16 1
14 1
12 1

10 +

Phase 1 Phase 2 Phase 3
A
r ¢ A ~———
light load | medium load heavy load
-~ SIm> =160
o o
! S o
/ .
] \\,).~ ’—.)
! o

no spikes control /

".—- -.. ....... .
Spike Server
saturation
1 2 3 4 5 6 7 8 9 10 11 12
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Vertical scaling of SpikeServer (VM with CPU share 40%->80%)

e service demands SpikeServer 160ms --> 80ms (share 80%)
e 12r/s SIM™*=80: 40%share R,=9.8s -->80%share R,=6.2s

R Phase 1 Phase 2 Phase 3

o [sec A . N
22 T ‘ RV N N

+ light load medium load heavy load

20 +
18 | =
16 + - Share 40% |
14 1 SImax =160 _ 1
12 1 share 80%
O share 40%.-”
s+ peem===g==maeo. .. -(}--___.(_‘1// l
6 - S|mex =80 share 80%
4 -
2 i
0 F —_—O—

0 1 2 3 4 5 6 7 8 9 10 11 12
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System Response time R, vs arrival rate

the trend of R, as the arrival rate increases shows three different operational phases with
light, medium, heavy load

Phasel (16 r/s): low arrival rates, the SpikeServer is practically not utilized, its
contribution to the computation of Rg is negligible
(6r/s, SI™>=80: 40%share Uspike=0.01 R0=4.1s, 80%share Uspike=0.007 Ro=4.3s)

Phase2 (6510 r/s): the utilization of WebServer1 increases with the load routed to
SpikeServer and thus its contribution to Rg

(10r/s, SImax=80: 40%share Uspike=0.59 Ro=7.5s, 80%share Uspike=0.3
Ro=7.15)

Phase3 (10+12 r/s): the response time of SpikeServer strongly influences the value of R
(note that its load are bursts!); this condition must be AVOIDED --> Vertical scaling
SpikeServer or add a WebServer

(12r/s, SIMm™>*=80: 40%share Uspike=0.97 Rp=9.8s, 80%share Uspike=0.45 Rp=6.25)

Java Modelling Tools
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positive effects of the SpikeServer

smoothing effect on System response times: the high percentiles due to the high-load
states of the WebServer are replaced by lower values obtained by the SpikeServer,
which is typically not congested

the mean System response time decreases, so will the number of scaling up actions as
well

as a consequence, the potential oscillations are also reduced
by Vertical scaling the VM CPU share of SpikeServer it is possible to obtain a further
decrease of Sys.resp.time R, for arrival rates 10+12 req/sec (for higher rates the

SpikeServer will saturate it too and then the Sys.resp.time will start increasing again)

one SpikeServer can execute the spikes routed by several WebServer thus the costs for
the execution of the global workload are reduced

Java Modelling Tools
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Machine Learning applications

* most autoscaling problems can be solved with ML algorithms

e especially those of automatic tuning of the parameters of the autoscaling
component:

identification of the max value of Spike Indicator S| that with a given workload
satisfies the user’s performance needs with the minimum number of allocated
resources

identification of the size of the moving window for monitoring the performance
indicators metrics

identification of the set of parameters that minimize oscillations

adaptivity to changes of workload characteristics and computational capacity of
the servers

workload characterization (statistical parameters and fluctuations) and forecast
for predictive scaling

Java Modelling Tools
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Simulation of the Workflow
of a Web App

Chapter 6 --- Sect.6.3

open model
three class workload
tool used: JSIMg (Queue Net with Class Switch)

Java Modelling Tools
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Sect.6.3 - the problem

= we consider a simplified version of the e/commerce application of an online food
shopping company

= the web services of the app are allocated on two servers of private cloud

= server A, a multicore system: front-end services, customer authentication, admin.,
CRM processes, interaction with payment service for strong authentication, check-
out, update DB, invoice gen., shipping, tracking, ...

= server B, a multiprocessor blade system, fault tolerant, with large RAM and SSD:
browsing the catalog, processing shopping carts, manage of in-memory DB, ...

= server P, external provider: payment services
= model the sequence of executions of services for an order submission

= evaluate the impact on performance of a new workload (15% higher than the current
one and with a new service of Strong Customer Authentication for security payments)
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objectives

model a given sequence of web service executions using the class-switch
element

= sequence of executions on the three servers A,B,P:

sequence of visits A->B->A->P->A

a request changes its class three times during execution

evaluate system response time R and throughput X
= with different arrival rates of requests

= with two security payment algorithms for Strong Customer Authentication
(SCA) (single factor, two-factor)

new workload, arrival rate > 15% than current workload
= increase throughput bound > 5000 req/hour (new Server B twice as fast)
= impacton R and X

= new bottleneck?
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the data center

purchase
requests —— > Class 1

Y Server B
« == - Hass 3

Class 3 [ - .
: V ayment
- Server A payn
I provider
i o~
Server P
external provider
........ < Network = - — - — - — o — .

Class 3
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tasks of the workflow of the web app and servers used

! I
ServerA | Login, Customer :
(Front-end) I Authentication I
! I

i Business logic, Order mgmt I
Analytics, DB customers, |

| DB products ; A—)( Network )

' Y I

I . - l --------------
ServerB r)i Catalog browsing ) |

i i
] 1
] 1
: i Server P
(Web App, DB) | ¥ : [Payment processw_\gj o Semver
i ( Cart management ) I i Strong Authentication i provider)
] 1
|

; ) | T

: Successful
; No Order | A 4
| completed? : (_Network )

|
l .
! Warehouse Pick, Update customer profile |
ServerA | Invoice generation, Checkout, Update DB, | !
| Delivery planning Shipping, Tracking !

| e e e e e e e e e o e e e e e e e e e e e e e e e e e e e e o = — I P ———



the JSIMg model

Class2
. € -
. Classl . T
—> . ... ] Qass2
o el Y
i Classl
i | — Class-Switch
Cource. station

Classl °

Classz ' : N R
| . . . . . 1. Class3
Server P

: Payment services
. (external provider)

Class3
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Service demands Di [sec]

Stations Classes
1 2 3
Server A 0210401
(Login, Front end, ...}
Server B 081 0 0
(Web App Serv., DBs, ...)
Server P 0 (04 O
(Payment Provider)

(a)

with single-factor authentication

Stations Classes
1 2 3
Server A 021 04 0.1F
(Login, Front end, ...)
Server B 0.8 0 0
(Web App Serv., DBs, ...)
Server P 0 0.7 0
(Payment Provider)

Java Modelling Tools
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with two-factor authentication
for secure payment
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Class Switch probabilities

class of

incoming —>»
requests

- CS Parameters Definiton

Class Switch Matrix | Routing Section |

probabilities of class switch

Java Modelling Tools

- (S Strategies class of
* ClassT Class2 Class3 —> outgoing
ClassT 0.0 (0%) 1.0 (100%) 0.0 (0%) requests
Class2 0.0 (0%) 0.0 (0%) 1.0 (100%)
Class3 0.0 (0%) 0.0 (0%) 1.0 (100%)
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temporal sequence of the execution of three requests

(deterministic times)

request 1 request 2 request 3
| | |

Y Y Y
I i i

Server A— Class 1
Vist1 o e

Server B — Class 1

Server A - Class 2
Visw2z

Server P — Class 2 —l —‘ ‘
Server A—- Class 3 “ “ “
Visit 3 TR

arriving requests
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What-if parameters (A=0.5+1.2 req/sec)

Wl_lat-l’f Analysis _ _ _ Enable What-If analysis
Define the type of What-If analysis to be perfformed and modify parameter options.

WARNING:
Enabling What-If analysis will disable all statistical cutputs.

Parameter selection for the control of repeated executions

initiald awr.rate

Type of arrival rate h Description

Repeat the simulation with different arrival rates for an open
classes, provided that the interarrival time distribution has a
finite, positive, mean value. The 'Te' value is the final arrival rate.

@ Change the arrival rateN\yf one open class

From:

To:

Steps — finald owr.rate

Class: ~ number of models

executed
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N with single-factor and two-factor authentications

S
—_
]

(' |
T
1

(]
—_
]

o]
LT
]

o]
—_
]

—
LT
]

System MNumber af Custamers ()

two-factor \

—
—
]

N\

single-factor

|:| | 1 | | 1 1 1 1 1 1 1 | | | |

040 0455 060 065 070 075 080 085 080 095 100 108 110 115 120
Classt arrival rate [jis]
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R with single-factor and two-factor authentications

o
-
]

Systerm Response Time (5]
[ |
[ ) |

—=
L —
]

(]
—_
]

o]
L) |
]

2
—_
]

—=
Ly |
1

L) |
T
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N\

single-factor

ﬂ#_—

020 0455 080 063 070 075 080 085 040 0485 1.00 1.0 140 1148 1.20

Clags! arrival rate [ifs]
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R with OLD and NEW Server B (new throughput bound)

System Response Time (s)
— — ] B ] (P ] E— E—
= h = th = n = (5]

= h

bottleneck throughput bound _____/') !
on Server A with NEW Server B

bottleneck throughput bound //’—)

on Server B with OLD Server B Lo

0.5

1 1 | L 1 ] 1 I L 1 I
0.6 0.7 0.8 09 1.0 11 1.2 1« 1.3 1.4 1«
Class1 arrival rate [i/'s
el 4500 r/h 5142 r/h
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